¥ 02: Choose the correct ansver: |3 Marks]
1. What is classification?

1. X you increase the number of hidden layers in a Multi-Layer Percepiron, the classification |
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Q1: Identify which of the following statements are True or False: [ § Marks |

error of test data akways decreases, { )
2. Although it takes more time for training, the neural network has advamntage of a
generalization. { )
3. Encrease in size of a conveluiional kernel would necessaitly increase the performance of 4 :
convolutional network., () L
4. The number of classes dotermines the number of output neurens, while the nuraber of input |
patterns determines the number of input neurens. _ { 3} ;
5. Boltzmanun faw is practica! far implementation. {3

BT IITR

a. Deciding which features to use in a pattern recognition problem.
b. Deciding which class an input pattern belongs to.
¢. Deciding which type of neural network ic use i
2-What consist of Boltzmaun machine? ;
- a. fully connected network with both hidden and visible units’ :
b. Asynchronous operation
¢. Stochastic update
d. All of the mentioned
3- What are the steps for using a gradient descent algorithm?

1. Caleulate error between the actual value and the predicied valae
2. Reiterate wasii yor Snd the best weights of mefwork
3. Pass an input through he network and get values from output layer
4. Initiatize random weight and bias
8, 3o to each neurons which contributes to the ervor and change its respective values to reduce the
ErYor '
a.1,2,3,4,5 h.5,4,3,2,1 c.3,2,1,5,4 d4,3,1,52
4- Which of the following types of learning can used for training artificial nenrsl networks?
a. Supervised learning. b, Unsupervised learning.
¢. Reinforcemant lsaming. d. All of'the above answers.
5- In which neural net architeciure, does weight sharing oceur?
a. Convohtional neural Network b. Recurreni Neural Network
¢. Fuily Connected Maural Netwark d. Both A and B

03- Answer the following guestions {15 Marks]

1. Mention the Restricted Boltzmann machine. With use drawing.
2. What are the flexibility in recurrent nenral Networks?
3. Discuss the exploding and vanishing gradient in Recurrent Neural Network.
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Q4- (a) Derive in steps the Self Organizing Map (SOM) algorithra [5 Marks! ]
{b)Let the vectors to be chusiered be (1,1,0,0); (0,0,0,13; (1,8,0,0); (0,8,1,1}; the maxiraum :
aumber of clusiers to be formed is m=2. [18 Marks]




Suppose the learning rate (geemetric decrease) w (B) =0.5., 1 (- 1=0.5 15(¢).R=0, and the initial
0.2 0.8

0.6 0.4
0.5 0.7

weights matrix: E
4.9 03]

Q8- (a) what is filter, and stride in Convolutiona! Neural Networks? |2 Marks]
(b} In the image helow that represent im 3x5 matrix, what the convolved feature matrix
after using a filter 3x3 is shown below, with stride=1 10 Marks| i
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Q6- Use back propagation for the below neural network with ene hidden fayer ¢o find the '
correct weights shat minimize the error between the desired output and the aciual output. The °
inputs are x¥, x2, and the desived cutput is 0.03. Assume the initial weights as in the table, use :
i Sigmoid as an astivazion funetion, the learning rate is §.01.
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1 Q7- A metwork is created when we muliiple neurons stack fogether. Let us take an example of a neural
_,' netwurlj;-siggyuﬂatiﬂg a1 XNOR function. 8 Marksg TN T
The activation fanction for all the geurons is given by: fae) =4, :
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